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CHAPTER 2

Fractional Time Evolution

[page 89, §0]

1. Introduction

[89.0.1] A large number of problems in theoretical physics, including Schrédingers,
Maxwell and Newtons equations, can be formulated as initial value problems for dy-
namical evolution equations of the form

il

—f(t) =Bf(t 1

S =BI() (1)
where ¢ € R denotes time and B is an operator on a Banach space. [89.0.2] Depending on
the initial data f(0) = fo describing the state or observable of the system at time ¢t = 0

the problem is to find the state or observable f(¢) of the system at later times ¢ > 0. #

[89.1.1] Many authors, mostly driven by the needs of applied problems, have considered
generalizations of equation (1) of the form

77d0¢77
T f(t)=Bf() (2)

in which the first order time derivative d/dt is replaced with a certain fractional time
derivative “d®/dt®” of order a > 0 (see e.g. [1]-[24] and the Chapters IV-VIII in this
book). [89.1.2] A number of fundamental questions are raised by such a replacement.
/89.1.3] In order to appreciate these it is useful to recall that the appearance of d/d¢
in eq. (1) reflects not only a basic symmetry of nature but also the basic principle of
locality. [89.1.4] Of course, the symmetry in question is time translation invariance.
[89.1.5] Remember that

A pe) mim LB =S =D g TOSE) = f5)

ds t—0 t t—0 t

(3)

8In classical mechanics the states are points in phase space, the observables are functions on phase
space, and the operator B is specified by a vector field and Poisson brackets. In quantum mechanics (with
finitely many degrees of freedom) the states correspond to rays in a Hilbert space, the observables to
operators on this space, and the operator B to the Hamiltonian. In field theories the states are normalized
positive functionals on an algebra of operators or observables, and then B becomes a derivation on the
algebra of observables. The equations (1) need not be first order in time. An example is the initial-value
problem for the wave equation for g(t, z)
0%9 _ ,0%
82~ ¢ 92

in one dimension. It can be recast into the form of eq. (1) by introducing a second variable h and defining
g 0 1 0
= B = —
f (h) and (1 O) C@ac

89
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[page 90, so] identifies —d/dt as the infinitesimal generator of time translations b defined by

T()f(s) = f(s—1). (4)
[90.0.1] Equation (2) abandons 7 (t) as the general time evolution, and this raises the
question what replaces eq. (4), and how a fractional derivative can arise as the generator
of a physical time evolution. [90.0.2] Most workers in fractional calculus have avoided these
questions, and my purpose in this chapter is to review and discuss an answer provided
recently in [6, 7, 8, 9, 10, 11].

[90.1.1] Derivatives of fractional order 0 < o < 1 were found to emerge quite generally
as the infinitesimal generators of coarse grained macroscopic time evolutions given by
6, 7, 8,9, 10, 11]

Lo ) = [ Ttk (5) 5 )
0
where ¢ > 0 and 0 < a < 1. [90.1.2] Explicit expressions for the kernels h,(z) for all
0 < a <1 are given in eq. (69) below. [90.1.3] It is the main objective of this chapter to
show that (in a certain sense) all macroscopic time evolutions have the form of eq. (5),
and that fractional time derivatives are their infinitesimal generators.

[90.2.1] Given the great difference between Ty () in eq. (5) and T1(¢) = T (¢) in eq. (4) it
becomes clear that basic issues, such as irreversibility, translation symmetry, or the mean-
ing of stationarity are inevitably involved when proposing fractional dynamics. [90.2.2] Let
me therefore advance the basic postulate that all time evolutions of physical systems are
irreversible. [90.2.3] Obviously this law of irreversibility must be considered to be an em-
pirical law of nature equal in rank to the law of energy conservation. [90.2.4] Reversible
behaviour is an idealization. [90.2.5] Its validity or applicability in physical experiments
depends on the degree to which the system can be isolated (or decoupled) from its past
history and its environment. [90.2.6] According to this view the irreversible flow of time
is more fundamental than the time reversal symmetry of Newtons or other equations.
[90.2.7] My starting point is therefore that for a general time evolution operator T(t) the
evolution parameter ¢ is not a time instant (which could be positive or negative), but a
duration, which cannot be negative.

[90.5.1] An immediate consequence of the postulated law of irreversibility is that the
classical irreversibility problem of theoretical physics becomes reversed.

ba simple translation with unit "speed" reflects the idea of time "flowing" uniformly with constant
velocity. This idea is embodied in measuring time by comparison with periodic processes (clocks). A
competing idea, related to the flow of time represented by eq. (5), is to measure time by comparison with
nonperiodic clocks such as decay or aging processes.
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[page 91, §0] [91.0.1] Now the theoretical task is not to explain how irreversibility arises
from reversible evolution equations, but how seemingly reversible equations arise as ide-
alizations from an underlying irreversible time evolution. [91.0.2]/ A possible explanation
is provided by the present theory based on eq.(5). [91.0.8] It turns out that the case
a = 11in eq. (5) is of predominant mathematical and physical importance, because it is
in a quantifiable sense a strong universal attractor. [91.0.4/ In this case the kernel hq(z)
becomes

hi(e) = T ha(z) = 6(z = 1) (6)

and the time evolution T1(¢) = T (¢) in (5) reduces to a simple translation as in eq.(4).
[91.0.5] Ty (t) with ¢t > 0 is a representation of the time semigroup (R, +). [91.0.6] It
can be extended to one of the full group (R, +). [91.0.7] This is not possible for T,, with
0 < a < 1. [91.0.8] The physical interpretation of « is seen from supp h, = Ry for a # 1
and supp by = {1} for a = 1. [91.0.9] Hence the parameter « classifies and quantifies the
influence of the past history. [91.0.10] Small values of « correspond to a strong influence
of the past history. [91.0.11] For o = 1 the influence of the past history is minimal in the
sense that it enters only through the present state.

[91.1.1] The basic result in eq. (5) was given in [6] and subsequently rationalized within
ergodic theory by investigating the recurrence properties of induced automorphisms on
subsets of measure zero [9, 10, 11]. [91.1.2] In these investigations the existence of
a recurrent subset of measure zero had to be assumed. [91.1.3/ Such an assumption
becomes plausible from observations in low dimensional chaotic systems (see e.g. [25, 26]
and Chapter V). [91.1.4] A rigorous proof for any given dynamical system, however,
appears difficult, and it is therefore of interest to rederive the emergence of T (¢) from a
different, and more general, approach.

2. Foundations

2.1. Basic Desiderata for Time Evolutions

[91.2.1] The following basic requirements define a time evolution in this chapter.

(1) Semigroup

[91.2.2] A time evolution is a pair ({T.(¢) : 0 < t < oo}, (Br,]| - ||)) where
T,(t) = T(tr) is a semigroup of operators {T(¢) : 0 < ¢t < oo} mapping the
Banach space (B-(R), ||-||) of functions f-(s) = f(s7) on R to itself. [91.2.3] The
argument ¢t > 0 of T, (¢) represents a time duration, the argument s € R of f(s)
a time instant. [91.2.4] The index 7 > 0 indicates the units (or scale) of time.
[91.2.5] Below, T will again be frequently suppressed to simplify the notation.
[91.2.6] The elements f(s) = f(sT) € B, represent observables or
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[page 92, §0]
the state of a physical system as function of the time coordinate s € R. [92.0.1]
The semigroup conditions require

Tr(t1) T (t2) f-(to) = Tr(t1 + t2) f+ (o) (7)
TT(O)fT(tO) = fT(tO) (8)

for t1,to > 0, top € R and f, € B,. [92.0.2] The first condition may be viewed as
representing the unlimited divisibility of time.

Continuity
[92.0.5] The time evolution is assumed to be strongly continuous in ¢ by demand-
ing

lim [T(0)/ — £ = 0 0
for all f € B.

Homogeneity
[92.0.4] The homogeneity of the time coordinate requires commutativity with
translations

T (t1)T(t2) f(to) = T(t2)T (t1)f(to) (10)

for all t; > 0 and tg,t; € R. [92.0.5] This postulate allows to shift the origin of
time and it reflects the basic symmetry of time translation invariance.

Causality
[92.0.6] The time evolution operator should be causal in the sense that the
function g(to) = (T(¢)f)(to) should depend only on values of f(s) for s < t.

Coarse Graining

[92.0.7] A time evolution operator T(t) should be obtainable from a coarse grain-
ing procedure. [92.0.8] A precise definition of coarse graining is given in Defini-
tion 2.3 below. [92.0.9/ The idea is to combine a time average 1 fss_ L f() dt" in
the limit ¢, s — oo with a rescaling of s and ¢.

[92.0.10] While the first four requirements are conventional the fifth requires comment.
[92.0.11] Averages over long intervals may themselves be timedependent on much longer
time scales. [92.0.12] An example would be the position of an atom in a glass. [92.0.13]/ On
short time scales the position fluctuates rapidly around a well defined average position.
[92.0.14] On long time scales the structural relaxation processes in the glass can change
this average position. [92.0.15] The purpose of any coarse graining procedure is to connect
microscopic to macroscopic scales. [92.0.16] Of course, what is microscopic
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[page 93, s0j depends on the physical situation. [93.0.1] Any microscopic time evolution may
itself be viewed as macroscopic from the perspective of an underlying more microscopic
theory. [93.0.2] Therefore it seems physically necessary and natural to demand that a
time evolution should generally be obtainable from a coarse graining procedure.

2.2. Evolutions, Convolutions and Averages

[93.1.1] There is a close connection and mathematical similarity between the simplest
time evolution T(¢t) = T (¢t) and the operator M(t) of time averaging defined as the
mathematical mean

M) =2 [ 1) v, (1)

t s—t
where ¢ > 0 is the length of the averaging interval. [93.1.2] Rewriting this formally as

[ s6-va=1 [ T (12

exhibits the relation between M(¢) and T (t). [93.1.3] It shows also that M(¢) commutes
with translations (see eq. (10)).

[93.2.1] A second even more suggestive relationship between M(¢) and 7 (¢) arises because
both operators can be written as convolutions. [95.2.2] The operator M(t) may be written

as
1/tf(s —y)dy = /jo fls— y)%xm,u (%) dy
/fS— 01]< )dy7 (13)
where the kernel

)1 forz € [0,1]
Xpo.) (@) = {0 for « ¢ [0, 1] (14)

is the characteristic function of the unit interval. [95.2.5] The Laplace convolution in the
last line requires ¢ < s. [93.2.4] The translations 7 (¢) on the other hand may be

M(#)f(s)
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[page 94, §0] Written as

T056) = 10 = [ fe-n70(4-1) a
:Asf(s—y)ié (% —1) dy (15)

where again 0 < t < s is required for the Laplace convolution in the last equation.
[94.0.1] The similarity between eqs. (15) and (13) suggests to view the time transla-
tions T (t) as a degenerate form of averaging f over a single point. [94.0.2] The op-
erators M(t) and 7T (t) are both convolution operators. [94.0.3] By Lebesgues theorem
limg_,0 M(t) f(s) = f(s) so that M(0)f(t) = f(¢) in analogy with eq. (8) which holds for
T(t). [94.0.4] However, while the translations 7 (¢) fulfill eq. (7) and form a convolution
semigroup whose kernel is the Dirac measure at 1, the averaging operators M(¢) do not
form a semigroup as will be seen below.

[94.1.1] The appearance of convolutions and convolution semigroups is not accidental.
[94.1.2] Convolution operators arise quite generally from the symmetry requirement of
eq. (10) above. [94.1.3] Let LP(R™) denote the Lebesgue spaces of p-th power integrable
functions, and let S denote the Schwartz space of test functions for tempered distributions
[27]. [94.1.4] Tt is well established that all bounded linear operators on LP(R™) commuting
with translations (i.e. fulfilling eq. (10)) are of convolution type [27].

Theorem 2.1 [94.1.5] Suppose the operator B : LP(R™) — L4(R™), 1 < p,q, < oo is linear,
bounded and commutes with translations. [94.1.6] Then there exists a unique tempered
distribution g such that Bh =g h for allh € S.

[94.2.1] For p = q¢ = 1 the tempered distributions in this theorem are finite Borel measures.
[94.2.2] If the measure is bounded and positive this means that the operator B can be
viewed as a weighted averaging operator. [94.2.3] In the following the case n = 1 will be
of interest. [94.2.4] A positive bounded measure g on R is uniquely determined by its
distribution function i : R — [0, 1] defined by

L u( - o0,a]
Ale) = = w)

[94.2.5] The tilde will again be omitted to simplify the notation. [94.2.6] Physically a
weighted average M(¢; p) f(s) represents the measurement of a signal f(s) using an ap-

paratus with response characterized by p and resolution ¢ > 0. [94.2.7] Note that the
resolution (length of averaging interval) is a duration and cannot be negative.

(16)
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Definition 2.1 (Averaging) [95.1.1] Let p be a (probability) distribution function on R,
and t > 0. [95.1.2] The weighted (time) average of a function f on R is defined as the
convolution

M(t; ) f(s) = (f * u(-/1))(s) Z/_ fls=s") du(s'/t) =/_ T(s")f(s) du(s'/t) (17)
whenever it exists. [95.1.3] The average is called causal if the support of p is in Ry.

[95.1.4] It is called degenerate if the support of p consists of a single point.

[95.2.1] The weight function or kernel m(x) corresponding to a distribution u(x) is defined
as m(z) = du/dx whenever it exists.

[95.8.1] The averaging operator M(¢) in eq. (11) corresponds to a measure with distribution
function

0 forz<0
py(@)=<x for0<z<1 (18)
1 forxz>1

while the time translation 7 (¢) corresponds to the (Dirac) measure 6(x — 1) concentrated
at 1 with distribution function
0 forz<l1

ps(x) = { (19)

1 forx>1.

[95.3.2] Both averages are causal, and the latter is degenerate.

[95.4.1] Repeated averaging leads to convolutions. [95.4.2] The convolution k of two
distributions p, v on R is defined through

@) = (s 0)(a) = [

— 00

oo o0

p(z — y)du(y) = / vz — y)du(y). (20)

— 00

[95.4.3] The Fourier transform of a distribution is defined by

F ()} @) = i) = [ " etdu(r) = / ety dr (21)

—00 —00
where the last equation holds when the distribution admits a weight function. /95.4.4] A
sequence (i, (z) of distributions is said to converge weakly to a limit p(z),
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[page 96, §0] wWritten as

A i = (22)
if
i [ f@dn(e) = [ i) (23)

holds for all bounded continuous functions f.

[96.1.1] The operators M(t) and T (t) above have positive kernels, and preserve positivity
in the sense that f > 0 implies M(¢)f > 0. [96.1.2] For such operators one has

Theorem 2.2 [96.1.3] Let T be a bounded operator on LP(R), 1 < p < oo that is translation
mvariant in the sense that

TT@) f=T@#)Tf (24)

for allt € R and f € LP(R), and such that f € LP(R) and 0 < f < 1 almost everywhere
implies 0 < Tf <1 almost everywhere. [96.1.4] Then there exists a uniquely determined
bounded measure p on R with mass p(R) < 1 such that

70 = (e ) = [ At s)du(s) (25)

PROOF. [96.1.5] For the proof see [28]. O

[96.1.6] The preceding theorem suggests to represent those time evolutions that fulfill the
requirements 1.— 4. of the last section in terms of convolution semigroups of measures.

Definition 2.2 (Convolution semigroup) [96.1.7] A family {p: : t > 0} of positive bounded
measures on R with the properties that

pr(R) <1 fort >0, (26)
Pits = pe * s for £,5 >0, (27)
t—0

18 called a convolution semigroup of measures on R.
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[page 97, §1]
[97.1.1] Here § is the Dirac measure at 0 and the limit is the weak limit. [97.1.2] The
desired characterization of time evolutions now becomes

Corollary 2.1 [97.1.8] Let T(t) be a strongly continuous time evolution fulfilling the con-
ditions of homogeneity and causality, and being such that f € LP(R) and 0 < f < 1
almost everywhere implies 0 < Tf < 1 almost everywhere. [97.1.4] Then T(t) corresponds
uniquely to a convolution semigroup of measures u; through

T@)f(s) = (e x f)(s) = /_OO f(s = s")dpe(s") (29)

with supp py C Ry for all t > 0.

PROOF. [97.1.5] Follows from Theorem 2.2 and the observation that supp p; "R_ # ()
would violate the causality condition. O

[97.2.1] Equation (29) establishes the basic convolution structure of the assertion in eq. (5).
[97.2.2] It remains to investigate the requirement that T(¢) should arise from a coarse
graining procedure, and to establish the nature of the kernel in eq. (5).

2.3. Time Averaging and Coarse Graining

[97.3.1] The purpose of this section is to motivate the definition of coarse graining.
[97.5.2] A first possible candidate for a coarse grained macroscopic time evolution could
be obtained by simply rescaling the time in a microscopic time evolution as

Tao(®)f(s) = lim T-(B)f(s) = lim T(rH)f(s) = lim f(s— 77) (30)

where 0 < ¢ < oo would be macroscopic times. [97.3.3] However, apart from special
cases, the limit will in general not exist. [97.3.4] Consider for example a sinusoidal f(t)
oscillating around a constant. [97.3.5] Also, the infinite translation T, is not an average,
and this conflicts with the requirement above, that coarse graining should be a smoothing
operation.

[97.4.1] A second highly popular candidate for coarse graining is therefore the averaging
operator M(t). [97.4.2]If the limit t — oo exists and f(¢) is integrable in the finite interval
[s1, 82] then the average

F = Jim M(5)f(s1) = Jim M(t)f(s:) (31)

is a number independent of the instant s;. [97.4.3] Thus, if one wants to study the
macroscopic time dependence of f, it is necessary to consider a scaling limit in
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[page 98, §0o] which also s — oco. [98.0.1] If the scaling limit s,t — oo is performed such that
s/t =3 is constant, then

Jm M) = [ ) de = MO (o) (32)
s=t35 5=

becomes again an averaging operator over the infinitely rescaled observable. [98.0.2] Now
M(1) still does not qualify as a coarse grained time evolution because M(1)M(1) # M(2)

as will be shown next.

[98.1.1] Consider again the operator M(t) defined in eq. (11). [98.1.2] It follows that

1 . 1 .
M0 = (1301 (;) * o (3) 1) 9 (33)
and
0 for x <0
T
z — for0 <z <t
1 T —y Y 2 ==
ﬁ/ X[0,1] <t> X[0,1] (E) dy = g x (34)
0 -2 fort<z<2t
t 12
0 for x > 2¢.
[98.1.3] Thus twofold averaging may be written as
S 1 y
MOF) = [ 6w (Y) ay (3)
0
where
T for0<z<1
xP(@)={2—2 forl1<z<2 (36)
0 otherwise

is the new kernel. /98.1.4] It follows that M?(t) # M(2t), and hence the averaging opera-
tors M(¢) do not form a semigroup.

[98.2.1] Although M?(t) # M(2t) the iterated average is again a convolution operator
with support [0,2t] compared to [0,t] for M(t). [98.2.2] Similarly, M®(¢) has support
[0,3t]. [98.2.3] This suggests to investigate the iterated average M"(¢)f(s) in a scaling
limit n,s — co. [98.2.4] The limit n — oo smoothes the function by enlarging the
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[page 99, §0] averaging window to [0, nt], and the limit s — oo shifts the origin to infinity.
[99.0.1] The result may be viewed as a coarse grained time evolution in the sense of a time
evolution on time scales "longer than infinitely long". [99.0.2] ¢ It is therefore necessary
to rescale s. [99.0.3] If the rescaling factor is called o,, > 0 one is interested in the limit
n,s — oo with 3 = s/o, fixed, and 0,, = co with n — oo and fixed ¢t > 0

Jim (M0 )(5) = lim (M) )(05) (37)

whenever this limit exists. [99.0./] Here 5 > 1 denotes the macroscopic time.

[99.1.1] To evaluate the limit note first that eq. (11) implies

MO f(e5) = [ onl5 =92 (22) (38)

where f.(t) = f(t7) denotes the rescaled observable with a rescaling factor 7. [99.1.2] The
n-th iterated average may now be calculated by Laplace transformation with respect to
5. [99.1.3] Note that

e{von (£) = 22— o (39

C cu

for all ¢ € R, where Fj o(z) is the generalized Mittag-Leffler function defined as

oo xk
Ea,b('r) = kgo m (40)

for all @ > 0 and b € C. [99.1.4] Using the general relation

E,p(zx) = ﬁ + 2B, q10(2) (41)
gives with egs. (37) and (38)
et s @=(1- e (-2)) Tegen(s) @

n n

where f() is the Laplace transform of f(3). [99.1.5] Noting that F4 5(0) = 1/2 it becomes
apparent that a limit n — oo will exist if the rescaling factors are

“The scaling limit was called "ultralong time limit" in [10]
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[page 100, 0] chosen as o, ~ n. [100.0.1] With the choice o, = on/2 and ¢ > 0 one finds
for the first factor

2 2 _
lim (1 Mg ( t“)) e (43)
n—o00 no no

[100.0.2] Concermng the second factor assume that for each @ the limit

i 22 () (%) = (44)

n—00 N

exists and defines a function f(u). [100.0.3] Then

i ey (1) =27 (2). (45)
and it follows that

lim £ {M(t)"f(0n3)} (@) = e*ﬁ/aéf <Z> . (46)

n—oo

[100.0.4] With t = t/o Laplace inversion yields

Jm 000" (6) = [ Flos - omata 1) dg =7, (47)

[100.0.5] Using eq. (12) the result (47) may be expressed symbolically as

i ( /T dy) 16) =TG5 =T® 7. 5) (48)
s/n 05/2
with ¢ = t/o. [100.0.6] This expresses the macroscopic or coarse grained time evolution
T (%) as the scaling limit of a microscopic time evolution 7 (). [100.0.7] Note that there
is some freedom in the choice of the rescaling factors o, expressed by the prefactor o.
[100.0.8] This freedom reflects the freedom to choose the time units for the coarse grained
time evolution.

[100.1.1] The coarse grained time evolution 7T (%) is again a translation. [100.1.2] The coarse
grained observable f(3) corresponds to a microscopic average by virtue of the following
result [29].
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Proposition 2.1 [101.1.1] If f(x) is bounded from below and one of the limits

1 v
lim — [ f(z)dz
Y=Y Jo

or

lim z/ fl@)e ¥ da
0

z—0

exists then the other limit exists and

.1 .
lim 7/0 f(z) dz = lg% zLA{f(x)} (2). (49)

Y—00 y

[101.1.2] Comparison of the last relation with eq. (44) shows that f(5) is a microscopic
average of f(s). [101.1.3] While s is a microscopic time coordinate, the time coordinate 3
of f is macroscopic.

[101.2.1] The preceding considerations justify to view the time evolution 7 () as a coarse
grained time evolution. [101.2.2] Every observation or measurement of a physical quan-
tity f(s) requires a minimum duration ¢ determined by the temporal resolution of the
measurement apparatus. [101.2.3] The value f(s) at the time instant s is always an aver-
age over this minimum time interval. [101.2.4] The averaging operator M(t) with kernel
X[0,1] defined in equation (11) represents an idealized averaging apparatus that can be
switched on and off instantaneously, and does not otherwise influence the measurement.
[101.2.5] In practice one is usually confronted with finite startup and shutdown times
and a nonideal response of the apparatus. [101.2.6]/ These imperfections are taken into
account by using a weighted average with a weight function or kernel that differs from
X[o,1]- [101.2.7] The weight function reflects conditions of the measurement, as well as
properties of the apparatus and its interaction with the system. [101.2.8] It is therefore
of interest to consider causal averaging operators M(; 1) defined in eq. (17) with general
weight functions. [101.2.9] A general coarse graining procedure is then obtained from
iterating these weighted averages.

Definition 2.3 (Coarse Graining) [101.2.10] Let j1 be a probability distribution on R, and
on >0, n € N a sequence of rescaling factors. A coarse graining limit is defined as

lim (M(t; )" f)(s) (50)

n,s—oo
5=0pn5
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[page 102, §0] whenever the limit exists. [102.0.1] The coarse graining limit is called causal
if M(t; 1) is causal, i.e. if supp p C Ry.

2.4. Coarse Graining Limits and Stable Averages

[102.1.1] The purpose of this section is to investigate the coarse graining procedure intro-
duced in Definition 2.3. [102.1.2] Because the coarse graining procedure is defined as a
limit it is useful to recall the following well known result for limits of distribution functions
[30]. [102.1.8] For the convenience of the reader its proof is reproduced in the appendix.

Proposition 2.2 [102.1.4] Let u,(s) be a weakly convergent sequence of distribution func-
tions. [102.1.5] If limy, o pin(s) = p(s), where u(s) is nondegenerate then for any choice
of an, > 0 and b, there exist a > 0 and b such that

ILm tn(@nx + by) = plax + b). (51)

[102.2.1] The basic result for coarse graining limits can now be formulated.

Theorem 2.3 (Coarse Graining Limit) [102.2.2] Let f(s) be such that the limit

~

limg 0 af(aw) = f(w) defines the Fourier transform of a function f(s). [102.2.3] Then
the coarse graining limit exists and defines a convolution operator

i (M(6 )" ) = [ T~ ) dv(s i) (52)
if and only if for any a1,as > 0 there are constants a > 0 and b such that the distribution
function v(x) = v(x; pu) obeys the relation

v(aix) * v(asx) = v(ax +b). (53)

PROOF. [102.2.4] In the previous section the coarse graining limit was evaluated for
the distribution u, from eq.(18) and the corresponding v was found in eq. (47) to be
degenerate. [102.2.5] A degenerate distribution v trivially obeys eq. (53). [102.2.6] Assume
therefore from now on that neither p nor v are degenerate.

[102.3.1] Employing equation (17) in the form

Mtsp) f(ons) = | " (005 — o) du(ony/t) (54)
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[page 103, 0] one computes the Fourier transformation of M(¢; )™ f with respect to 5

F oty e @ = [ (2)] Lr(2)). (55)

o~

[108.0.1] By assumption f(w/o,)/0p, has a limit whenever o, — oo with n — oo.
[103.0.2] Thus the coarse graining limit exists and is a convolution operator whenever
[L(tw/c,)]™ converges to U(w) as n — oo. [103.0.3] Following [30] it will be shown that
this is true if and only if the characterization (53) and o, — oo with n — oo apply.
[103.0.4] To see that

lim o, = c© (56)
n—oo

holds, assume the contrary. Then there is a subsequence o, converging to a finite limit.
[103.0.5] Thus

[f(tw /o, )™ = [P(w)[(1+ o(1)) (57)
so that
()| = [P(won, /B (1 + o(1)) (58)

for all w. [103.0.6] As ny — oo this leads to |fi(w)| = 1 for all w and hence p must be
degenerate contrary to assumption.

[103.1.1] Next, it will be shown that
lim 2L =1 (59)

n—oo Oy

[108.1.2] From eq. (56) it follows that lim,, o |fi(w/0,)| = 1 and therefore

[i(tw/on)|" = [P(w)[(1 4 o(1)) (60)
and

[fi(tw/on 1) = [P(w)[(1 + o(1)). (61)
Substituting w by op,w/on41 in eq. (60) and by op41w/0y, in eq. (61) shows that

tim | ATn2/On) | i, | PO/ Onia) |y (62)

n— 00 y(w) n— 00 y(w)
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fpage 104, §0] [104.0.1] If lim,, oo 0py1/0y, # 1 then there exists a subsequence of either
(ont1/0n) or (on/ont1) converging to a constant A < 1. [104.0.2] Therefore eq. (62)
implies V(w) = U(Aw) which upon iteration yields

(W) = [p(A"w)]. (63)

[104.0.3] Taking the limit n — oo then gives |V(0)] = 1 implying that v is degenerate
contrary to assumption.

[104.1.1] Now let 0 < a3 < ag be two constants. [104.1.2] Because of (56) and (59) it is
possible to choose for each € > 0 and sufficiently large n > ng(c) an index m(n) such that
o< Im 22 (64)
On aq
[104.1.3] Consider the identity

) -] R )

By hypothesis the distribution functions corresponding to [fi (tw/co,,)]" converge to v(3)
as n — oo. [104.1.4] Hence each factor on the right hand side converges and their product
converges to v(a135) * v(a28). [104.1.5] It follows that the distribution function on the left
hand side must also converge. [104.1.6] By Proposition 2.2 there must exist a > 0 and b
such that the left hand side differs from v(3) only as v(as + b).

[104.2.1] Finally the converse direction that the coarse graining limit exists for p = v is
seen to follow from eq. (53). [104.2.2] This concludes the proof of the theorem. 0

[104.5.1] The theorem shows that the coarse graining limit, if it exists, is again a macro-
scopic weighted average M(t;v). [104.3.2] The condition (53) says that this macroscopic
average has a kernel that is stable under convolutions, and this motivates the

Definition 2.4 (Stable Averages) [104.3.3] A weighted averaging operator M(t; u) is called
stable if for any ay,as > 0 there are constants a > 0 and b € R such that

plarz) * plazz) = p(az + b) (66)
holds.

[104.4.1] This nomenclature emphasizes the close relation with the limit theorems of prob-
ability theory [30, 31]. [104.4.2] The next theorem provides the explicit form for distribu-
tion functions satisfying eq. (66). [104.4.3] The proof uses Bernsteins theorem and hence
requires the concept of complete monotonicity.
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Definition 2.5 [105.1.1] A C*°-function f :]0,00[— R is called completely monotone if

(—1)"% >0 (67)

for all integers n > 0.

[105.2.1] Bernsteins theorem [31, p. 439] states that a function is completely monotone if
and only if it is the the Laplace transform (u > 0)

p) = £ (ula)} (0 = [ " e dpu(a) = / " e m(z) da (68)

of a distribution p or of a density m = du/dz.

[105.5.1] In the next theorem the explicit form of stable averaging kernels is found to be a
special case of the general H-function. [105.5.2] Because the H-function will reappear in
other results its general definition and properties are presented separately in Section 4.

Theorem 2.4 [105.5.53] A causal average is stable if and only if its weight function is of

the form
1 x—c 1 bt/ | (0,1)
halw:b,¢) = —=ha - HE | e
(213, 70) bl/a ( bl/a ) O((ﬂf_c) B <J}—C (O, 1/(1) (69)

where 0 < <1, b> 0 and ¢ € R are constants and hq(x) = ha(s;1,0).

PROOF. [105.8.4] Let ¢ = 0 without loss of generality. [105.3.5] The condition (66) to-
gether with supp p C [0, o[ defines one sided stable distribution functions [31]. [105.5.6] To
derive the form (69) it suffices to consider condition (66) with b = 0. [105.3.7] Assume
thence that for any a1, as > 0 there exists a > 0 such that

plarz) * plagr) = plaz) (70)

where the convolution is now a Laplace convolution because of the condition supp C
[0, 00[. [105.5.8] Laplace tranformation yields

p(u/ar)pu(u/az) = p(u/a). (71)
[105.3.9] Tterating this equation (with a; = as = 1) shows that there is an n-dependent
constant a(n) such that

()" = p(u/a(n)) (72)
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[page 106, §0j and hence

() = 0™ =0 (a&))m = (e ) (73)

[106.0.1] Thus a(n) satisfies the functional equation
a(nm) = a(n)a(m) (74)

whose solution is a(n) = n'/7 with some real constant written as 1/ with hindsight.
[106.0.2] Inserting a(n) into eq.(72) and substituting the function g(z) = log u(x) gives

ng(u) = g(un™"/7). (75)
[106.0.3] Taking logarithms and substituting f(z) = log g(e®) this becomes
1
logn+f(logu):f<logu— OiTL). (76)

[106.0.4] The solution to this functional equation is f(z) = —yz. [106.0.5] Substituting
back one finds g(z) = 277 and therefore u(u) is of the general form p(u) = exp(u™7)
with v € R. [106.0.6] Now p is also a distribution function. Its normalization requires
w(u = 0) = 1 and this restricts v to v < 0. [106.0.7] Moreover, by Bernsteins theorem
p(u) must be completely monotone. [106.0.8] A completely monotone function is positive,
decreasing and convex. [106.0.9] Therefore the power in the exponent must have a negative
prefactor, and the exponent is restricted to the range —1 <~ < 0. [106.0.10] Summarizing,
the Laplace transform p(u) of a distribution satisfying (70) is of the form

() = ho(u;b,0) = e=u" (77)

with 0 < @ < 1and b > 0. [106.0.11] Checking that h(u;b,0) does indeed satisfy eq. (70)
yields a=® = a7 ® + a5 ® as the relation between the constants. [106.0.12] For the proof
of the general case of eq. (66) see Refs. [30, 31].

[106.1.1] To invert the Laplace transform it is convenient to use the relation

M [m(@)} (s) = MHE {ﬂgé)}(g))} (1-s)

between the Laplace transform and the Mellin transform

MA{m(x)} (s) = /000 257 Im(t) dz (79)
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[page 107, s0] of a function m(x). [107.0.1] Using the Mellin transform [32]
a r
M e L (s) = (5/0) (80)
abs/a
valid for & > 0 and Re s > 0 it follows that

1 r((1- s)/oz).

. — 81
M{ha(vaﬂ 0)} (S> ab(I—-5)/a F(l —S) ( )
[107.0.2] The general relation M {z~! f(z71)} (s) = M {f(x)} (1 — ) then implies
_ - 1 I(s/a)
1 1. _ 82
M {{L‘ ha(z™ "0, 0)} (s) abs/a T(s) ( )
which leads to
1 0,1
2 e (271 0,0) = —HY [ bt/ ox 0.1) (83)
o (0,1/a)
by identification with eq. (153) below. [107.0.3] Restoring a shift ¢ # 0 yields the result
of eq. (69). O

[107.0.4] Note that h,(x) = ha(s;1,0) is the standardized form used in eq. (5). [107.0.5] It
remains to investigate the sequence of rescaling factors ¢,,. [107.0.6] For these one finds

Corollary 2.2 [107.0.7] If the coarse graining limit exists and is nondegenerate then the
sequence o, of rescaling factors has the form

on =n*A(n) (84)

where 0 < o« < 1 and A(n) is slowly varying, i.e. lim,_,oc A(bn)/A(n) =1 for allb > 0
(see Chapter IX, Section 2.3).

PROOF. [33] [107.0.8] Let fin(w) = fi(w)™. [107.0.9] Then for all w and any fixed k

[fin(w/on)| = eI (14 0(1)) = [fikn (W/onn)|- (85)
[107.0.10] On the other hand
Bien (/1) = [ (Won/okn) fon)[F = e7"1" (14 0(1)) (86)

where the remainder tends uniformly to zero on every finite interval. [107.0.11] Suppose
that the sequence 0, /0y, is unbounded so that there is a subsequence with o4, /0, — 0.
[107.0.12] Setting w = Opn, /0p, in eq. (86) and using eq. (85) gives
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[page 105, so] exp(—bk) = 1 which cannot be satisfied because b,k > 0. [108.0.1] Hence
On/0kn is bounded. [108.0.2] Now the limit n — oo in eqgs. (85) and (86) gives

e blwl® — e—bk|w\a(0n/0kn)a(1 + o(1)). (87)
[108.0.3] This requires that

lim ZEn — p/a (88)

n—oQ O'n

implying eq. (84) by virtue of the Characterization Theorem 2.2 in Chapter IX. [108.0.4]
(For more information on slow and regular variation see Chapter IX and references
therein). ]

2.5. Macroscopic Time Evolutions

[108.1.1] The preceding results show that a coarse graining limit is characterized by the
quantities (a, b, ¢, A). [108.1.2] These quantities are determined by the coarsening weight
p. [108.1.3] The following result, whose proof can be found in [33, p.85|, gives their
relation with the coarsening weight.

Theorem 2.5 (Universality Classes of Time Evolutions) [108.1.4] In order that a causal
coarse graining limit based on M(t; 1) gives rise to a macroscopic average with hy(x;b, c)
it is necessary and sufficient that [i(w) behaves as

log fi(w) = icw — blw|*A(w) (89)
in a neighbourhood of w = 0, and that A(w) is slowly varying for w — 0. [108.1.5] In case
0 < a <1 the rescaling factors can be chosen as

oyt =inf{w>0:|w|*Aw) = b/n} (90)

while the case a > 1 reduces to the degenerate case o = 1.

[108.2.1] The preceding theorem characterizes the domain of attraction of a universality
class of time evolutions. [108.2.2] Summarizing the results gives a characterization of
macroscopic time evolutions arising from coarse graining limits.

Theorem 2.6 (Macroscopic Time Evolution) [108.2.8] Let f(s) be such that the limit

o~

lim, 0 af(aw) = f(w) defines the Fourier transform of a function f(s). [108.2.4] If
M(t; ) is a causal average whose coarse graining limit exists with o, b, c as
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[page 109, §0] in the preceding theorem then

Jim 1)) = [Fe=una (V) L= [T70m (1) F

=Mt ha)f(5 - 2) = Ta()f(5 - ©) (91)

defines a family of one parameter semigroups To(t) with parameter t = t*b indexed by a.
[109.0.1] Here Tf(3) = f(5 —t) denotes the translation semigroup, and ¢ = c/(tb)*/* is
a constant.

PROOF. [109.0.2] Noting that supp h,(z) C Ry and combining Theorems 2.3 and 2.4
gives

n,5—500
where 0 < @ < 1, b > 0 and ¢ € R are the constants from theorem 2.4 and the last
equality defines the operators T, (f) with I = t®b and ¢ = ¢/(tb)*/®. [109.0.3] Fourier
transformation then yields

F{T@®NE-2)} @) = e =197, (93)
and the semigroup property (7) follows from

FATa@)Ta(t2) /)5 —2)} (@) = '@ nl@) i@

=F{(Tati +2)f)5-0)} (@) (94)

by Fourier inversion. [109.0.4] Condition (8) is checked similarly. 0

i, (M) 1)(6) = [ T e (w_/) a5’ = T (HF(-0) (92)

[109.0.5] The family of semigroups T, (f) indexed by « that can arise from coarse grain-
ing limits are called macroscopic time evolutions. [109.0.6] These semigroups are also
holomorphic, strongly continuous and equibounded (see Chapter III).

[109.1.1] From a physical point of view this result emphasizes the different role played by
S and t. [109.1.2] While 3 is the macroscopic time coordinate whose values are 5 € R, the
duration ¢ > 0 is positive. [109.1.3] If the dimension of a microscopic time duration ¢ is
s], then the dimension of the macroscopic time duration ¢ is [s*].
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2.6. Infinitesimal Generators

[110.0.1] The importance of the semigroups T, (f) for theoretical physics as universal
attractors of coarse grained macroscopic time evolutions seems not to have been noticed
thus far. [110.0.2] This is the more surprising as their mathematical importance for
harmonic analysis and probability theory has long been recognized [31, 34, 35, 28|.
[110.0.3] The infinitesimal generators are known to be fractional derivatives [31, 35, 36,
37]. [110.0.4] The infinitesimal generators are defined as

A T(5) — i T2 DTG = F) (95)

t—0 t

[110.0.5] For more details on semigroups and their infinitesimal generators see Chapter III.

[110.1.1] Formally one calculates A, by applying direct and inverse Laplace transformation
with €= 0 in eq. (91) and using eq. (77)

ALT(®) = lim —— / T (6‘1> (@) du
n

t—0 27('7, —i0o t
1 n+ico —tu® _ 1\
= 7/ Tlim [ S~ f(@) du
270 Jy—ioo =0 t
1 ntico
=—5- et f(u) du (96)
1—100

[110.1.2] The result can indeed be made rigorous and one has

Theorem 2.7 [110.1.3] The infinitesimal generator A, of the macroscopic time evolutions
To () is related to the infinitesimal generator A = —d/dt of T3 through
L wr 1 *f5—y) - f(5)
AT(E) = ~(=A)F6) = D) = s [ T
1

i [T 0T (97)

PROOF. See Chapter III. O
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[111.1.1] The theorem shows that fractional derivatives of Marchaud type arise as the
infinitesimal generators of coarse grained time evolutions in physics. [111.1.2] The order
« of the derivative lies between zero and unity, and it is determined by the decay of the
averaging kernel. [111.1.8] The order « gives a quantitative measure for the decay of the
averaging kernel. [111.1.4] The case o # 1 indicates that memory effects and history
dependence may become important.

3. Applications

3.1. Fractional Invariance and Stationarity

[111.2.1] To simplify the notation T, () will be denoted as T, () in the following. [111.2.2]
A first application of fractional time evolutions T, (t) concerns the important notion of
stationarity. [111.2.3] This amounts to setting the left and right hand sides in eq. (2) to
zero. [111.2.4] Surprisingly, the importance of the condition "d® f/d¢t*"= 0 for the infin-
itesimal generators of fractional dynamics has rarely been noticed. [111.2.5] Stationary
states f(s) may be defined more generally as states that are invariant under the time
evolution after a sufficient amount of time has elapsed during which all the transients
have had time to decay.

Definition 3.1 [111.2.6] An observable or state f(t) is called stationary or asymptotically
invariant under the time evolution Ty (t) if

Ta(t)f(s) = f(s) (98)
holds for s/t — oo. [111.2.7] It is called stationary in the strict sense, or strictly invariant

under Ty (t), if condition (98) holds for allt >0 and s € R.

[111.8.1] The function f(s) = fo where fy is a constant is asymptotically and strictly
stationary under the fractional time evolutions T, (¢). [111.3.2] This follows readily by
insertion into the definition, and by noting that h,(z) is a probability density.

[111.4.1] In addition to the conventional constants there exists a second class of stationary
states given by
fos?™t fors >0
fs) = {

(99)
0 for s <0
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[page 112, §o] Where fy and 7y are constants. [112.0.1] To see this one evaluates

Ta0f6) = [ f-a)pha (5) do
(1—1/a,1/a) ) b

s 1
— /O syt Lo (f o

where relations (170) and (172) were used to rewrite the H-function in eq. (69). [112.0.2]
Using the integral (178), the reduction formulae (167) and (169), and property (171) one

(100)

finds
al (1,1)
Ta(t)f(s) = fos" ' T(n)HY | (2 ’ . 101
075) = s TR (3) ] (101)
[112.0.3] An application of the series expansion (181) gives

oo
—DR(t/s)*
To(t)f(s) = fos7'T (7
a( )f( ) fO (’Y)kzzo kj'F(,y — kiOé)
[112.0.4] For s/t — oo only the k = 0 term in the series contributes and this shows that
To(t)f(s) = f(s) in the limit. [112.0.5] These considerations show that fractional time
evolutions have the usual constants as strict stationary states, but admit also algebraic
behaviour as a novel type of stationary states.

(102)

[112.1.1] To elucidate the significance of the new type of stationary states it is useful to
consider the infinitesimal form, A,f = 0, of the stationarity condition. [112.1.2] The
nature of the limit s/t — oo suggests that their appearance might be related to the initial
conditions. [112.1.3] To incorporate initial conditions into the infinitesimal generator it is
necessary to consider a Riemann-Liouville representation of the fractional time derivative.

[112.2.1] The Riemann-Liouville algorithm for fractional differentiation is based on integer
order derivatives of fractional integrals.

Definition 3.2 (Riemann-Liouville fractional integral) [112.2.2] The right-sided Riemann-
Liouwille fractional integral of order @ > 0,ax € R of a locally integrable function f is
defined as

1200 = 1 [ @=vrtiway (103)
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[page 113, §o] for x > a, the left-sided Riemann-Liouville fractional integral is defined as

1 D) = | - o) () dy (104)

(o)
forxz < a.

[113.1.1] The following generalized definition, based on differentiating fractional integrals,
seems to be new.

Definition 3.3 (Fractional derivatives) [113.1.2] The (right-/left-sided) fractional derivative
of order 0 < a < 1 and type 0 < B < 1 with respect to x is defined by

o —a) d — —a
DL 1) = (#7000 ) (o) (105

for functions for which the expression on the right hand side exists.

[113.1.3] The Riemann-Liouville fractional derivative D, := Dg’io corresponds to a >
—oo and type 8 = 0. [113.1.4] Fractional derivatives of type § = 1 are discussed in
Chapter I and were employed in [4]. [115.1.5] It seems however that fractional derivatives
of general type 0 < 8 < 1 have not been considered previously. [113.1.6] A relation
between fractional derivatives of the same order but different types is given in Chapter IX.
[113.1.7] For subsequent calculations it is useful to record the Laplace-Transformation

{3l f@)} (w) = v £ {f (@)} () - IO 04) (106)

where the inital value (Dgl_s__ﬂ Je=1),0 £)(0+) is the Riemann-Liouville derivative for ¢t —
0+. [113.1.8] Note that fractional derivatives of type 1 involve nonfractional initial values.

[113.2.1] Tt is now possible to discuss the infinitesimal form of fractional stationarity
where the generator A, for initial conditions of type 0 < 5 < 1 is represented by Dg’f .
[115.2.2] The fractional differential equation

DL F(t) =0 (107)
for f with initial condition

157 f(0+) = fo (108)



114 2. FRACTIONAL TIME EVOLUTION

[page 114, §0] defines fractional stationarity of order a and type 5. [114.0.1] Of course, for
« = 1 this definition reduces to the conventional definition of stationarity. [114.0.2] Equa-
tion (107) is solved by
fo tA=A)(a=1)
@) = . 109
S (e [ VS 1o

[114.0.3] This may be seen by inserting f(¢) into the definition

a 1— d 1— 1—
D¢ 1) = (1077 L0800 ) (@) (110
and using the basic fractional integral
r 1
(ﬁ + ) (l‘ _ a)a-t,-ﬁ

12 (z—a)’ = 111

a+(l‘ CL) F(OH‘B"‘ 1) ( )
(derived in eq. (1.30) in Chapter I). [114.0.4] Note that the fractional integral

16y P f (1) = fo (112)

remains conserved and constant for all ¢ while the function itself varies. [114.0.5] In
particular lim;_,q f(¢) = co and limy_,, f(t) = 0. [114.0.6]/ For 8 =1 and for « = 1 one
recovers f(t) = fo as usual.

[114.1.1] The new types of stationary states for which a fractional integral rather than the
function itself is constant were first discussed in [6, 9]. [114.1.2] It seems to me that the
lack of knowledge about fractional stationarity is partially responsible for the difficulty of
deciding which type of fractional derivative should be used when generalizing traditional
equations of motion.

[114.2.1] Another simple instance of a fractional differential equation is the equation

DSLf(t) =C (113)
with C' € R a constant, and with initial condition
10 r04) = £ (114)
as before. [114.2.2] Laplace transformation using eq. (106) gives
c fo
f(u) - o+l + uotB(l—a) (115)
and thence
Cto t(1=B)(a=1)
1) = f (116)

Ma+1) T((1-81-a)+1)
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[page 115, §oj [115.0.1] For f =1 this reduces to

f(t) = =<

Fagn T (117)

3.2. Generalized Fractional Relaxation

[115.1.1] Consider the fractional Cauchy problem

D3 f() = =C f(1) (118)
for f with initial condition
1-8)(1—a
15 P p(0+) = fo (119)
where C is a (“fractional relaxation”) constant. [115.1.2] Laplace Transformation gives
Pl £,
= — 120
f) = (120)
[115.1.3] To invert the Laplace transform rewrite this equation as
w7 1 =
=——=u"5——= —C)ry k= 121
10 = g = ey — O (121)
with
y=a+p5(1-a). (122)
[115.1.4] Inverting the series term by term using £ {xa_l/l"(a)} = u~“ yields the result
— (—Ct)*
— -1 123
Z I'(ak +7) (123)

[115.1.5] The solutlon may be written as

f@®) = fo t(l_ﬁ)(a_l)Ea,aﬂ»ﬂ(lfa)(_Cta) (124)
using the generalized Mittag-Leffler function defined by

z) = ;} Fak T0) (125)
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fpage 116, s0] for all a > 0,b € C. [116.0.1] This function is an entire function of order 1/a
[38]. [116.0.2] Moreover it is completely monotone if and only if 0 < a < 1 and b > a
[39].

[116.1.1] For C' = 0 the result reduces to eq. (109) because E, ,(0) = 1/I'(b). [116.1.2] Of
special interest is again the case § = 1. [116.1.5] It has the well known solution

f(t) = fo Ea(=C1%) (126)
where E,(z) = E4 1(x) denotes the ordinary Mittag-LefHler function.

3.3. Generalized Fractional Diffusion

[116.2.1] Consider the fractional partial differential equation for f : R x R, — R

Dy f(r.t) = C Af(r,t) (127)
with Laplacian A and fractional “diffusion” constant C. [116.2.2] The function f(r,t) is
assumed to obey the initial condition

oy U, 04) = for = fod(r) (128)

where §(r) is the Dirac measure at the origin. [116.2.3] Fourier Transformation, defined
as

FAe ) = [ e s (129)
and Laplace transformation of eq. (127) now yields
uBle=1) f
= 130
flaw) = (130
[116.2.4] Using the result (124) for the inverse Laplace transform of (120) gives
Flg.t) = fo t"POTVE, o4 s1-a)(—CgPt®). (131)

[116.2.5] Setting ¢ = 0 shows that the solution of (127) cannot be a probability density
except for 5 = 1. [116.2.6] For  # 1 the spatial integral is time dependent, and f would
need to be divided by t(=#)(@=1) to admit a probabilistic interpretation.

[116.5.1] To invert eq. (130) completely it seems advantageous to first invert the Fourier
transform and then the Laplace transform. [116.5.2] The Fourier transform may be in-
verted by noting the formula [40]

a2 [ ar ()7 L
(2m) =% /elq'r (m> K(4—2)/2 (m|r|) dr = Erm? (132)
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[page 117, §0] which leads to

a/2

1-(d/2)
r, = 27C —d/2 (T) 5(a71)+a(d72)/4K - <Tu) 133
Jrw) = pEre T Ua u w272 {75 ) (139

with r = |r|. [117.0.1] To invert the Laplace transform one uses again the relation (78)
with the Mellin transform defined in eq.(79). [117.0.2] Setting A = r/v/C, A = /2,
v=(d—2)/2 and p = f(a — 1) + a(d — 2)/4 and using the general relation

M{atg(ta)) () = L0407 (220) o) (134)
leads to
MAf(r,u)} (s) = %(27TC)7d/2A17(d/2)A*(”“)/AM {Ku (W)} ((s+p)/A).
(135)
[117.0.3] The Mellin transform of the Bessel function reads [32]
M{E,(2)} (s) = 2°72T (‘i”)r(sg”). (136)

[117.0.4] Inserting this, using eq.(78), and restoring the original variables then yields

MAf(r,t)} (s) = a(ﬂfﬁ)m (2\%>2<1—6><1—(1/a>> (2\;5>23/a

L(§+(F-D0-H-HTA+E-DA-1)-2)

I(1—s)
for the Mellin transform of f. [117.0.5] Comparing this with the Mellin transform of the
H-function in eq. (175) allows to identify the H-function parameters as m = 0,n = 2,p =

2qg=1A4 =4 =1/a, a0 =1—(d/2) = (B-1)(1 = (1/e)), ag = (1 = B)(1 = (1/a)),
by =0and By =1if (ad/2) + (8 —1)(a— 1) > 0. [117.0.6] Then the result becomes

o p N\ 20-8)-(1/a)

f(T,t) - 04(7"27'&')‘1/2 <2\/5>

o <%@>%1 (I-¢+1-p-1),0,((1-8)1-1),1
21

(137)

. 0. (138)
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[page 118, soj [118.0.1] This may be simplified using egs.(170), (171) and (172) to become
finally

T t(l—ﬂ)(a—l)H2O ( r2 | 1+ (1= B)(a—1),a) ) , (139)

f(rt) = (r2myd/2 2\ 40t | (d/2,1),(1,1)

[118.0.2] The result reduces to the known result [15, 8] for 8 = 1. [118.0.3] In that case
f(r,t) is also a probability density. [118.0.4] For 8 # 1 the function f(r,t) does not have

a probabilistic interpretation because its normalization decays as t(1=#)(a=1)

3.4. Relation with Continuous Time Random Walk

[118.1.1] The fractional diffusion eq. (127) of type 8 = 1 has a probabilistic interpretation
as noted after eq. (131). [118.1.2] f(r,t) may be viewed as the probability density for
a random walker or diffusing object to be at position r at time ¢ under the condition
that it started from the origin # = 0 at time ¢ = 0. This probabilistic interpretation is
very helpful for understanding the meaning of the fractional time derivative appearing in
eq. (127). [118.1.5] Rewriting equation (127) in integral form it becomes

C ¢ a—1
f(r,t):dr(ﬁ—m/o (t— $)° 1A f(r. 1) ds (140)

where the initial condition has been incorporated. [118.1.4] This integral equation is very
reminiscent of the integral equation for continuous time random walks [41, 42].

[118.2.1] In a continuous time random walk one imagines a random walker that starts at
r =0 at time ¢ = 0 and proceeds by successive random jumps [43, 44, 45, 46, 47, 48|.
[118.2.2] The probability density for a time interval of length ¢ between two consecutive
jumps is denoted ¥(t) and the probability density of a displacement by a vector r in
a single jump is denoted p(r). [118.2.3] Then the integral equation of continuous time
random walk theory reads

fr.t) =@t + [l =) [ plr—r)fr.0)ar ds (141)

where ®(t) is the probability that the walker survives at the origin for a time of length
t. [118.2.4] Here the walker is assumed to be prepared in its initial position from which it
develops according to 1(t). [118.2.5] In general the first step needs special consideration
[49, 49, 45]. [118.2.6] The survival probablity ®(t) is related to the waiting
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[page 119, §0] time density through

D(t)=1- /Otz/;(t’) dt'. (142)

[119.1.1] The formal similarity between eqs. (141) and (140) suggests that there exists a
relation between them. [119.1.2] To establish the relation note that eq. (130) for 8 =1
gives the solution of eq. (127) in Fourier-Laplace space as

uafl
=\ 143
[119.1.3] The Fourier-Laplace solution of eq.(141) is [44, 50, 51, 46]
1 1—-vy(u
flg.u) = 2= (144)

ul—(u)plg)
[119.1.4] Equating these two equations yields

1-— 1-—
Cq® uip(u)

[119.1.5] Because the left hand side does not depend on w and the right hand side is

independent of ¢ they must both equal a common constant 7. [119.1.6] It follows that

plg) =1-Cr5¢? (146)

identifying the constant C'7§* as the mean square displacement of a single jump. [119.1.7]
For the waiting time density one finds

1
= 147
V) = T (147)
which may be inverted in the same way as eq. (120) to give
a—1
1 /1 t
t: =_ (= Eool—— 148
Vit mo) o (7'0> ’ ( 7'00‘) )
where E, ;(x) is again the Mittag-Leffler function defined in eq. (40).
[119.2.1] For o = 1 the waiting time density becomes exponential
1
Y(t;1,m0) = —e /™. (149)

To
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[page 120, §oj [120.0.1] For 0 < «a < 1 characteristic differences arise from the asymptotic
behaviour for t — 0 and ¢t — oo. [120.0.2] The asymptotic behaviour of ¢(¢) for t — 0 is
obtained by noting that E, ,(0) = 1, and hence

o(t) ~ ! (150)

for t — 0. [120.0.8] For a < 1 the waiting time density is singular at the origin implying a
statistical abundance of short intervals between jumps compared to the exponential case
a = 1. [120.0.4] For large t — oo recall the asymptotic series expansion [52]

N —n
Eop(2) = —Zm +0(2") (151)

valid for |arg(—z)| < (1 — (a/2))7 and z — oo. [120.0.5] It follows that E, o(—x) ~ z72
for x — oo and hence
bt ~ 110 (15

for t — oco. [120.0.6] This shows that fractional diffusion is equivalent to a continuous
time random walk whose waiting time density is a generalized Mittag-Leffler function.
[120.0.7] The waiting time density has a long time tail of the form usually assumed in
the general theory [53, 49, 54, 46] and exhibits a power law divergence at the origin.
[120.0.8] The exponent of both power laws is given by the order of the fractional derivative.

4. H-Functions

4.1. Definition

[120.1.1] The H-function of order (m,n,p,q) € N* and with parameters A; € R, (i =
1,...,p), BieRy(i=1,...,9),a; €C(i=1,...,p),and b; € C(i = 1,...,q) is defined
for z € C, z # 0 by the contour integral [55, 56, 57, 58, 59|

A, (4, A
Hg@(}n . (Cll 1) (ap P) _ L/ U(S)Zﬁs ds (153)
7 (b17B1)?'--a(anBq) 2m L

where the integrand is

m n

HF(bl + BiS) HF(I —a; — AZS)
n(s) = —=1 =1 . (154)

q

1=n—+1 i=m-+1
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[page 121, s0] [121.0.1] In (153) z~° = exp{—slog|z| — iarg z} and arg z is not necessarily
the principal value. [121.0.2] The integers m,n,p, ¢ must satisfy

0<m<gq  0<n<p, (155)

and empty products are interpreted as being unity. [121.0.3] The parameters are restricted
by the condition

Pe NPy =0 (156)

where

P, = {poles of I'(1 — a; — A;s)} = { alJrkEC:il,...,n;kENo}

P, = {poles of I'(b; + B;s)} { zzl,...,m;keNo} (157)

are the poles of the numerator in (154). [121 0.4] The integral converges if one of the
following conditions holds [59]

L= L(c—ico,c+ioo;Pe,Py); |argz| <Cn/2; C >0 (158a)
L=L(c—1io0,c+ioo;Py,Pp); |argz|=Cn/2; C>0; ¢D<—ReF (158b)

L=L(—00+iy,—00+i72;Pe,Pp); D>0; 0<|z] <oo (159a)
L=L(—00+iy,—00+iv;Pe,P); D=0; 0<|z|<E™? (159b)
L= L(—00+iy,—00+iv; Py, Py); D=0; |z/=FE5%C>0ReF<0 (159c)
L=L(c0+ 171,00+ iv2;Pe,Pp); D <0; 0<]z| < o0 (160a)
L= L(co+iy,00+iv;Pe,Py); D=0; |z|>E"" (160b)
L= L(co+iy1,00+i72;Pe,Py); D=0; |z|=EC>0ReF <0 (160c)

where v1 < 2. [121.0.5] Here L(z1, 22; G1,G2) denotes a contour in the complex plane
starting at z; and ending at zo and separating the points in G; from those
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page 122, §0) in Go, and the notation

n p
C=> Ai- ZAJrZB— Z B (161)
=1 i=n+1 1=m-+1

D = zq:BZ zp:A (162)

q

E = HA;‘“ 118" (163)
=1 L

el

q
F=> b- Za] (p—q)/2+1 (164)
=1

was employed. [122.0. 1] The H-functions are analytic for z # 0 and multivalued (single
valued on the Riemann surface of log z).

4.2. Basic Properties

[122.1.1] From the definition of the H-functions follow some basic properties. [122.1.2] Let
Sp(n > 1) denote the symmetric group of n elements, and let 7,, denote a permutation
in S,. [122.1.3] Then the product structure of (154) implies that for all =, € S,, 7, €

S, Tp—n € Sp—p, and mg_p, € Sg_m
Pn7 prn
(165)

a1, A1), ..., (a,, A
H;"é" 5 ( 1 1) ( P p) _ H;"é" 5
’ (blvBl)7~'~a(anBq) ' Pm’Pq—m

where the parameter permutations

P, = (aml(l), A,r"(l)), ce, (aﬂn(n), Aﬂn(n))
Ppn = (@r,_(n41)s Arp o (nr1))s -+ (@ ()5 Ay ()

P = (br,, (1), Br,o(1))s -+ -5 (br, (m) > Brro(m)) (166)
Py = (bry_(m+1) Bry_ o (mi1))s -+ > (O (@)s By (@)

have to be inserted on the right hand side. [122.1.4] If any of n, m,p—n or ¢ — m vanishes
the corresponding permutation is absent.

[122.2.1] The order reduction formula
Fpmn <Z‘ (a1, A1), (az, A2) ..., (ap, Ap) >
P.g (b1, B1), (ba, Ba) ..., (by—1, Byg—1)(a1, Ay)
(a2, Az),...,(ap, Ap)
( - (b -1) )

(167)
blaBl) )

m,n—1
_Hp 1,q— 1(

qlv
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[page 123, §oj holds for n > 1 and ¢ > m, and similarly

o (| (@ AD; (a2, 42) - (ap-1, Ap1) (b1, By)
P (b1, B1), (b2, Ba) ..., (b, By)

a1, A1), ..., (ap_1,A,_
7H;nllqn1 z (1, A1) (tp-1: Ap-) (168)
k (bg, Ba), ..., (bg, By)
for m > 1 and p > n. [123.0.1] The formula
o (a,0), (az, A2) ..., (ap, 4p)
- (b17B1)7~-.5(anBQ)
mn—1 (ag,A2)7...7(ap,Ap)
:I‘(l—a)prLq <z (b1, B)) (by. B (169)
1,P1)5---5\Vqg, Pgq

holds for n > 1 and Re (1 — a) > 0. [123.0.2] Analogous formulae are readily found if a
parameter pair (a,0) or (b,0) appears in one of the other groups.

[123.1.1] A change of variables in (153) shows
(ay, A
o ] (@A o)
(b 1731) - (bg; Bg)
n,m 1
=Hgp (2

(1_b17B1) ( _anBq)
(1 _alvAl) (1 —ap, 4p)

which allows to transform an H-function with D > 0 and arg z to one with D < 0 and

arg(1/z). [125.1.2] For v > 0

ar, Ar),...,(a,, A
1H;”q’”<z (a1, Av), ..., (ap p))
o

(170)

(blvBl)a ceey (bQ7Bq)

_ (z” (a1,7A1), ..., (ap, vAp) ) (171)
P (bla’YBl)a---v(bq,'VBq>
while for v € R
1, 51),-++,(0g, Bg
= H,"" (Z (74 ), o (ap 4y, 4p) ) (172)
’ (b1 +vB1,B1),...,(bg +vBq, Bg)
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[page 124, §oj holds.

[124.1.1] For m = 0 with conditions (159) the integrand is analytic and thus

((11, Al)a ceey (apa AP)
0,n _
H,, <z =

(173)
(blv Bl)7 ey (an Bq)
4.3. Integral Transformations

[124.2.1] The definition of an H-function in eq. (153) becomes an inverse Mellin transform
if £ is chosen parallel to the imaginary axis inside the strip

1-— a;
nax. Re — Bz <5< 1n}mm Re T (174)
by the Mellin inversion theorem [60]. [124.2.2] Therefore
H F(bl + BZS) H F(l —a; — AzS)
MAHTE ()} (s) = n(s) = —= = (175)
i=n+1 i=m+1
whenever the inequality
1-— Q;
121%% Re — Bz < 121<nm Re i (176)

is fulfilled.

[124.8.1] The Laplace transform of an H-function is obtained from eq.(175) by using
eq. (78). [124.3.2] One finds

e a,A1),...,(a,, A
E{H7rzn }(’LL) :/ e_uxH;nén x ( 1 1) ( P P) dz
0 ' (bl,Bl),...,(bq,Bq)
_ potim (u‘ (1—by— B1,By),....(1— b, — By, By) )

el (0,1)(1 —a1 — A1, A1), ..o, (T —ap — Ap, Ap)

(177)

. 1 m,n+1 1 (0,1)(@1,141),...7(&1,,14;0)
- 7Hp+1,q .
u u (blaBl)a-”a(beBq)

valid for Res > 0, C' > 0, |arg z| < 3C7 and mini<j<n, Re (b;/B;) > —1.
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[125.1.1] The definite integral found in [59, 2.25.2.2.]

Y a1, A1),...,(a,, A
[ e ey (| o0 ) g
0 ’ (b1, B1),. .., (bg, By)
Bty— 1gm. n42 C 5+n (]- *ﬂﬂs)a(l 7Van)a(alvAl)wua(apaAp)
=y p+2,q+1 ) (178)
(b17B1)7"'a(bq7Bq)7(1_ﬂ_’y76+n)
contains as a special case the fractional Riemann-Liouville integral [58, (2.7.13)]
1 Y (alvAl)a-”a(avap)
I Hmn(y — 7/ y—x a—le,n T dx
o+ ) L(a) Jo ( ) e (b1, B1), - .., (bg, Bg)
m,n (071)a(a17A1)7"'7(a’aA)
:yaHp+1jqi1 Y e
(bl,Bl)a---a(meq)v(*avl)

valid if minj<;<., Re (b;/B;) > 0. [125.1.2] The fractional Riemann-Liouville derivative
is obtained from this formula by analytic continuation to o < 0.

(179)

4.4. Series Expansions
[125.2.1] The H-functions may be represented as the series [56 57, 58, 59|

(alvAl)a"' (apv b
o™ | m +k)/Bi (180a)
( PSR B D

=1 k=0

where

::13

T(b; — (b + k)B;/B;) f[ T(1—a;+ (b + k)A;/By)

j=1
Cin = ;# (180b)
II T -0+ +k)B;/B;) H D(a; — (b + k)A;/B;)
j=m+1 j=n+1

whenever D > 0, L is as in (158) or (159) and the poles in Py, are simple. [125.2.2] Similarly

m,n
Hp,q <Z

(al,Al),... (ap,A 1 Tk
' aitk)/Ai 181
(b1, B1),. ., (by, By) =33 k'A .

i=1 k=0
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[page 126, §0] where

HFl—a] —a; +k)A;/A) [T —a; + k)B;/A)
j=1
o = #Z (181b)
H T(aj + (1 —a; + k)A;/A) H (1 —b; — (1 —a; +k)B;j/A)
j=n+1 j=m+1

whenever D < 0, £ is as in (158) or (160) and the poles in P, are simple.

5. Appendix: Proof of Proposition 2.2

[126.1.1] The proof given below follows Ref. [30]. [126.1.2] Suppose lim, oo fin(s) = u(s)
and limy, o fin(ans + by) = v(s) with u(s) and v(s) both nondegenerate. [126.1.3] Then
it must be shown that there exist a > 0 and b such that

u(s) =v(as+0). (182)

[126.1.4] Pick a sequence of integers ny < ng < ... < ng < ...such that limy_, a,, =a
and limy_o0 by, = b exist with 0 < a < oo and —oo < b < oo. [126.1.5] Consider this
sequence of indices from now on as fixed. [126.1.6] Then, to simplify the notation, suppose
without loss of generality that limg .o ar = a and limy_,o by = b.

[126.2.1] First it will be shown that 0 < a < co. [126.2.2] Suppose a = co. [126.2.53] Let

u = sup{x : limsup(a,x + by,) < 0o}. (183)
n—oQ
[126.2.4] Then for v < z < u
limsup(a,v + b,) < limsup(v — x)a, + limsup(a,z + by,), (184)
n—oo n—oo n—oo

and hence for every v < w it follows that v(v) = 0 because (a,v+b,) = —oo with n — oo.
[126.2.5] For v > u, on the other hand, limsup(a,v + b,) = oo and hence v(v) = 1 for
v > u. [126.2.6] Thus the assumption a = co contradicts to v(s) being nondegenerate.

[126.5.1] It follows that also b must be finite. [126.5.2/ In fact if lim,—, o (anx + b,) = 00
then v(z) =1 while for lim,, o (an2 + b,) = —oo follows v(z) = 0.

[126.4.1] Suppose now that a = 0. [126.4.2] Then for every x and € > 0
b—e<apx+b,<b+e (185)
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[page 127, s0] if n is chosen sufficiently large. [127.0.1] By monotonicity of u,, it follows that

tn(b—¢€) < pplanx 4+ by) < pn(b+¢). (186)
[127.0.2] If € is chosen so that u(x) is continuous at the points b — e and b + ¢, then
plb—e¢) <v(z) < pb+e). (187)

[127.0.3] Because x was arbitrary it follows that u(b—¢) = 0 and u(b+¢) = 1. [127.0.4]
Hence p(z) is degenerate, contrary to the conditions above.

[127.1.1] Finally, let « be such that pu(x) is continuous at the point ax + b, and that v(x)
is continuous at z. [127.1.2] Then

ILm ton (@@ + by) = v(x). (188)
[127.1.3] On the other hand because lim,, o (an2 + by,) = az + b one has for sufficiently
large n that

ax+b—c<apr+b, <ar+b+e, (189)

where € > 0 is chosen such that the distribution function p is continuous at the points
ar +b—cand axr +b+e. [127.1.4] Hence by monotonicity

pn(az +b—¢) < pplane +by) < pp(ax +b+¢) (190)
and for n — oo

plax+b—e) < lirginfun(anx—f—bn) < limsup pp (anx+by) < plaz+b+e). (191)

n— oo

[127.1.5] Because ax + b is a point of continuity for p(z) and e is arbitrary it follows that
lim p,(anx + by) = plaz +b) (192)
n—oo

and hence v(z) = p(az + b) proving the assertion.
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